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Abstract
Artificial intelligence is a young field, and so is AI risk 
management. Instead of reinventing the wheel, we can 
draw some essential lessons from how risk is managed 
in other safety-critical technologies.

Much valuable research has focused on identifying specific risk thresholds for 
frontier AI or developing new capability evaluation techniques. To complement 
this, we zoom out and examine the building blocks of risk management 
frameworks that have made safety-critical technologies like nuclear energy  
and aviation so safe.

We first identify shared features of risk management in four other safety-critical 
industries (nuclear energy, food, pharmaceutical and aviation industries). We 
then examine the current state of risk management in the AI field and identify 
commonalities and differences with practices in other industries.

We find that in other safety-critical industries, government agencies commonly 
define acceptable levels of risk, weighing the advantages of adopting a high-risk 
technology against the risk of harm it entails. Developers and providers must 
demonstrate their products are suitably safe, usually by testing for pre-defined 
conditions, then rating the consequential risk level and taking often specific 
action to mitigate the risk if necessary. Initial and repeated inspections by 
government and third-party oversight bodies ensure compliance.

In contrast, AI risk management relies mainly on private sector self-governance, 
with government oversight mostly based on voluntary commitments from 
developers. Under this system, risk management is based on observing a loosely 
defined state or condition possibly followed by a loosely defined risk mitigation 
action, without mandated and continuous external oversight to  
ensure adherence.
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Introduction
Experts warn that advanced artificial intelligence (AI) 
technology comes with high risks to public safety, but also 
that the technology could offer many beneficial applications 
to businesses, governments and citizens. Definitive risk 
thresholds, which constitute part of a risk assessment 
framework, could help avoid creating advanced AI systems 
that pose excessively high risks, while still allowing society  
to benefit from safe AI systems and research. 

However, advanced AI is a very young field, and not much work on risk thresholds 
has been done so far. To prevent harm while creating value with advanced AI 
technology, we can look to the past and to other industries to build appropriate 
risk threshold systems.

In several high-risk industries, risk thresholds and comprehensive risk assessment 
frameworks were introduced surprisingly late, and often only after an attention-
grabbing incident causing harm to members of the public. For example, the US 
first introduced safety guidelines and procedures for federally owned dams in 

1978 with the passing of the Reclamation Safety of 
Dams Act only after several major dam failures had 
occurred in the 1970s, among them the 1976 Grand 
Teton Dam failure. In this historical context, it is 
not surprising that advanced AI at this time remains 
largely unregulated, especially in regards to adhering to 
certain safety standards.

Nevertheless, advanced AI is a technology that 
experts agree could pose catastrophic risks in the 

not-too-distant future, with the possibility of humanity losing control over 
powerful advanced AI systems. Therefore, it should be treated like other high risk 
technologies, with strict risk thresholds embedded in a thorough risk assessment 
framework to ensure public safety. In recognition of this, advanced AI researchers, 
developers, companies, international organisations and legislative bodies are now 
exploring or speaking in favour of advanced AI risk thresholds, and/or red lines 
for this technology. Some existing legislative measures, like the EU AI Act and the 
US Executive Order on the Safe, Secure, and Trustworthy Development and Use 
of Artificial Intelligence, require developers of the largest advanced AI systems to 
implement a few limited safety protocols. It remains to be seen what will follow, 
and when.

INTRODUCTION

To prevent harm while 

creating value with advanced 

AI technology, we can look 

to the past and to other 

industries to build appropriate 

risk threshold systems.

https://www.researchgate.net/publication/278183863_Risk_Management_Practices_Cross-Agency_Comparisons_and_Tolerable_Risk
https://www.researchgate.net/publication/278183863_Risk_Management_Practices_Cross-Agency_Comparisons_and_Tolerable_Risk
https://www.researchgate.net/publication/278183863_Risk_Management_Practices_Cross-Agency_Comparisons_and_Tolerable_Risk
https://vlab.noaa.gov/web/nws-heritage/-/tragedy-at-teton-1976-dam-break-disaster
https://vlab.noaa.gov/web/nws-heritage/-/tragedy-at-teton-1976-dam-break-disaster
https://arxiv.org/abs/2310.17688
https://artificialintelligenceact.eu/high-level-summary/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/


INTERNATIONAL CENTER FOR FUTURE GENERATIONS 5

Instead of waiting for disaster to strike, as was the case with other technologies, 
we can already look to other high-risk industries and based on their best practices 
sketch out what features appropriate risk thresholds for advanced AI should have.

No other technological sector resembles the advanced AI field in all its 
key features. However, by examining multiple fields that share some of the 
characteristics that define advanced AI, we can gain a clearer picture of what 
risk assessment procedures and standards would be appropriate in the AI 
sector, based on established best practices. The advanced AI field has two key 
characteristics that determine what risk assessment procedures are necessary, 
sensible, and feasible in the near term: 

1.	 �Advanced AI technology has the potential to cause poorly predictable, 
irreversible, large-scale harm to the public. 

2.	These harmful incidents can have effects that cross national borders. 

Using these two characteristics as a guide, we choose four sectors to review: The 
civil nuclear sector, food, pharmaceutical, and aviation industries. These sectors 
share with advanced AI that they have the potential of causing public harm. Failures 
and incidents can have cross-border implications especially in the civil nuclear and 
aviation industries. Lastly, all four sectors have well-developed risk assessment 
ecosystems that aim to mitigate these risks.

First, we review the risk threshold systems of the civil 
nuclear sector, the food and pharmaceuticals, and the 
aviation industries, as well as the wider risk assessment 
frameworks they are embedded in to identify prominent 
shared features, as well as areas of divergence.

We then trace the progression of safety and risk 
assessment frameworks for advanced AI technology 
overtime, and examine the latest efforts and risk 
management frameworks that the current advanced AI 
developers follow. 

Finally, we draw conclusions on what high level 
practises the advanced AI field can adopt from the risk threshold and risk 
assessment frameworks of these more established industries. 

INTRODUCTION
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Mature Risk 
Threshold 
Frameworks:  
4 Examples

MATURE RISK THRESHOLD FRAMEWORKS: 4 EXAMPLES

Risk Thresholds in the Civil nuclear Sector

Background

The international governance of nuclear technology began with the formation of 
the International Atomic Energy Agency (IAEA) in 1957. The IAEA is an autonomous 
international organisation under the United Nations system, and its mission is 
to promote peaceful nuclear use and manage its associated risks. The Nuclear 
Non-Proliferation Treaty (NPT) of 1970 established a framework for preventing the 
spread and proliferation of nuclear weapons. Upon its founding, the IAEA was also 
tasked with implementing the NPT.

Today, the IAEA oversees and shapes nuclear governance at the international level, 
setting international technical and regulatory safety standards and guidelines 
for the safe operation of civil nuclear facilities, waste disposal, and radiation 
protection. The IAEA also conducts inspections of member states’ nuclear 
facilities. It works alongside an ecosystem of additional international organisations 
like the International Commission on Radiological Protection (ICRP), which 
sets radiation protection guidelines, and the International Nuclear Regulators 
Association (INRA), which facilitates regulatory cooperation and helps harmonise 
standards across countries.

At the national level, nuclear safety institutions typically function as independent 
regulatory bodies that oversee and grant licences for the construction, operation, 
and decommissioning of nuclear facilities, following IAEA standards. These 
national institutions also ensure compliance with international and national safety 
standards by conducting inspections. 

Many IAEA standards are not legally binding and describe relatively high-level 
regulatory functions, leaving the detailed design of specific risk thresholds and 
risk assessment and treatment methodologies to national authorities to allow for 
adaptation to local contexts while maintaining high levels of safety internationally.

https://www.iaea.org/
https://www.iaea.org/about/about-iaea
https://www.iaea.org/about/about-iaea
https://www.iaea.org/about/about-iaea
https://disarmament.unoda.org/wmd/nuclear/npt/
https://www.iaea.org/resources/safety-standards
https://www.iaea.org/resources/safety-standards
https://www.icrp.org/
https://www.nrc.gov/reading-rm/basic-ref/glossary/international-nuclear-regulators-association-inra.html
https://www.iaea.org/publications/8429/licensing-process-for-nuclear-installations
https://www.onr.org.uk/publications/regulatory-guidance/regulatory-inspection/technical-inspection-guides-tigs/nuclear-safety-tigs/technical-inspection-guides-tigs-nuclear-safety-full-list/
https://www.onr.org.uk/our-work/how-we-regulate/international-safety-standards-iaea/
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Nuclear Risk Management at the 
National Level

National nuclear risk management systems are led and overseen by regulatory 
agencies, such as the Nuclear Regulatory Commission (NRC) in the US or 
the Autorité de Sûreté Nucléaire (ASN) in France. These agencies implement 
international standards and guidelines, adapted to local circumstances.

In the civil nuclear sector, national regulatory agencies define acceptable and 
unacceptable risk levels, while operators of nuclear facilities, such as energy 
companies, are responsible for proving the safety of their facilities. 

How acceptable risk levels are defined, e.g. via risk thresholds or other measures, 
varies from country to country, but all nuclear operators within one jurisdiction 
must follow the same set of national laws and requirements.

In addition to defining acceptable and unacceptable risk levels, national nuclear 
regulatory agencies administer a licensing system. Operators cannot construct, 
operate or decommission a nuclear facility without holding the appropriate licence, 
which are granted, extended, or withdrawn by national nuclear regulators.

To ensure compliance, national nuclear regulatory agencies, in addition to the 
IAEA, also conduct regular facility audits.

Use of Risk Thresholds

National regulatory bodies have developed different systems of assessing risk 
levels, in accordance with international standards and guidelines under the IAEA 
system. Below, we examine three examples: the US, France, and the UK.

In the USA, the NRC’s risk management system focuses on preventing both 
core damage and large radiological releases from nuclear facilities. It utilises 
quantitative risk thresholds, for example requiring operators to demonstrate they 
are maintaining a risk of reactor failure (Core Damage Frequency) below 10-4 per 
reactor-year, and the risk of a large radioactive release below 10-6 per reactor-year 
to keep risks within acceptable bounds.

The NRC not only inspects facilities regularly, but also requires operators to 
regularly update their safety analysis to reflect new information or regulatory 
changes, and to extend their licences.

The French nuclear risk assessment framework also makes use of quantitative 
risk thresholds, in addition to other measures. These thresholds are often more 
conservative than international norms. For example, in France, the threshold for 
acceptable risk of reactor failure is set at 105 per reactor-year. Compare this to a 
threshold of below 10-4 per reactor-year in the US.

Licences need to be periodically extended by the French nuclear regulatory agency 
ASN. French nuclear operators have to perform and submit regular periodic safety 
reviews to prove they continuously meet safety requirements, especially if they 
modify an existing facility. 

MATURE RISK THRESHOLD FRAMEWORKS: 4 EXAMPLES

https://www.nrc.gov/about-nrc.html
https://www.asn.fr/
https://www.nrc.gov/about-nrc/regulatory.html
https://www.nrc.gov/about-nrc/regulatory/licensing.html
https://www.onr.org.uk/publications/regulatory-guidance/regulatory-inspection/technical-inspection-guides-tigs/nuclear-safety-tigs/technical-inspection-guides-tigs-nuclear-safety-full-list/
https://www.nrc.gov/docs/ML0717/ML071770230.pdf
https://www.nrc.gov/reactors/operating/licensing/renewal/introduction/safety.html
https://www.oecd-nea.org/upload/docs/application/pdf/2021-12/csni-r2009-16.pdf
https://www.oecd-nea.org/upload/docs/application/pdf/2021-12/csni-r2009-16.pdf
https://www.asn.fr/l-asn-reglemente/la-reglementation/le-regime-juridique-des-installations-nucleaires-de-base
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Risk Thresholds in the Food Industry 

In the UK, the OfÏce for Nuclear Regulation (ONR) makes 
use of the ALARP (As Low As Reasonably Possible) 
principle, which requires operators to demonstrate 
they have reduced risks to the lowest level that is 
economically and technically feasible. Quantitative risk 

thresholds play a less significant role. Therefore, risk reduction can look different 
from facility to facility, and the ONR must judge each case individually. 

To prove safety, operators must submit safety cases that outline all potential 
hazards and demonstrate how risks have been reduced to ALARP levels. Strict 
risk thresholds are less common under this framework which is more qualitative 
in nature, but operators must justify that further risk reductions would be 
disproportionately costly compared to the risk reduction it would achieve.

Safety cases are reviewed by the ONR and must be updated regularly by operators, 
especially when significant changes are made to the facility.

Background

People have been producing and selling food at scale for centuries, and the 
medieval period already saw laws regulating the production and sale of foodstuffs. 
Today’s comprehensive risk management systems in the food industry started 
forming in the 19th century, with key innovations, such as modern data collection 
on outbreaks of foodborne illnesses, appearing in the 1970s. 

Today, at the international level, the Codex Alimentarius, a collection of food  
safety standards founded by the UN’s Food and Agriculture Organization and the 
World Health Organisation (WHO), provides global guidelines and standards for  
risk management in the food industry. These international guidelines also  
outline what specific risks countries should address to protect consumers and 
serve as references for national institutions for developing their own standards 
and thresholds.

At the national level, countries adopt these international guidelines into their 
regulatory frameworks, but with significant variation. Some jurisdictions, like the 
US and the EU, have stringent and well-developed food safety regimes, while other 
governments, especially in low- and middle-income countries, have more limited 
resources and capacity to implement comprehensive regulations. Differences often 
arise in enforcement, transparency, and the level of precaution taken in areas like 
the use of chemicals, antibiotics, and acceptable levels of contamination.

MATURE RISK THRESHOLD FRAMEWORKS: 4 EXAMPLES

Risk reduction can look 

different from facility to 
facility, and the ONR must 

judge each case individually.

https://www.onr.org.uk/
https://www.onr.org.uk/media/pobf24xm/saps2014.pdf
https://www.onr.org.uk/publications/regulatory-guidance/regulatory-assessment-and-permissioning/safety-assessment-principles-saps/
https://www.tandfonline.com/doi/abs/10.1080/01440360600601862
https://www.ift.org/news-and-publications/blog/2019/september/a-historical-look-at-food-safety
https://www.fao.org/fao-who-codexalimentarius/en/
https://www.who.int/health-topics/food-safety/food-safety#tab=tab_1
https://www.worldbank.org/en/topic/agriculture/publication/the-safe-food-imperative-accelerating-progress-in-low-and-middle-income-countries
https://www.worldbank.org/en/topic/agriculture/publication/the-safe-food-imperative-accelerating-progress-in-low-and-middle-income-countries
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MATURE RISK THRESHOLD FRAMEWORKS: 4 EXAMPLES

Food Risk Management at the  
National Level

The food industry is overseen at the national level by dedicated regulators, 
such as the Food and Drug Administration (FDA) in the US. EU countries must 
also implement EU-wide standards and guidelines nationally, in addition to 
international ones.

National regulatory agencies like the FDA in the US define what safety looks like 
and which standards and procedures manufacturers have to follow. Manufacturers 

bear the responsibility of proving that they sufÏciently 
mitigate risks to consumers by following government-
mandated standards and guidelines. As these are 
government-mandated rules, all businesses that belong 
to the same category must comply with the same 
regulations and guidelines within each jurisdiction.

In most countries, food manufacturers and businesses 
must register themselves with local authorities, unless 
they fall into specific categories that require them 

to carry a licence, which e.g. includes companies that process animal products. 
Manufacturers and businesses that handle food are regularly audited to ensure 
they comply with safety regulations. Third-party audits and certifications from 
industry associations are common in the food sector. Below, we examine food 
safety regulation and oversight in the US, Denmark, and Japan.

Use of Risk Thresholds

In the United States, the FDA uses a combination of quantitative risk thresholds 
and prescriptive manufacturing standards to reduce risk across the food sector. 
Quantitative risk thresholds are for example used to monitor the acceptable daily 
intake levels for chemicals or maximum residue limits for pesticides in food. Food 
manufacturers and providers must register their businesses with the FDA and 
inform authorities advance notice of shipments of imported food. FDA investigators 
or partner organisations at the state level conduct regular inspections of food-
related businesses to ensure businesses comply with food safety standards.

In Denmark, the Danish Veterinary and Food Administration (DVFA) is responsible 
for food risk management. The Danish risk mitigation system emphasises 
precautionary principles, particularly for high-risk products, with the goal to 
prevent harm before it occurs. The DVFA uses some quantitative risk thresholds 
to assess food safety that comply with EU-wide standards, such as maximum 
residue levels for pesticides in food. For food, companies prove the safety of their 
products through self-monitoring programmes and inspection reports. Audits by 
the DVFA, EU bodies and third-party certification companies are repeated over 
time to ensure ongoing compliance.

In Japan, the Ministry of Health, Labour and Welfare (MHLW) is responsible for 
food safety. In the food sector, Japan employs quantitative risk thresholds for 

National regulatory agencies 

like the FDA in the US 

define what safety looks like 
and which standards and 

procedures manufacturers 

have to follow. 

https://www.fda.gov/
https://food.ec.europa.eu/horizontal-topics/official-controls-and-enforcement_en
https://www.fda.gov/drugs/pharmaceutical-quality-resources/current-good-manufacturing-practice-cgmp-regulations
https://www.fda.gov/food/food-additives-and-gras-ingredients-information-consumers/understanding-how-fda-regulates-food-additives-and-gras-ingredients
https://www.fda.gov/food/food-additives-and-gras-ingredients-information-consumers/understanding-how-fda-regulates-food-additives-and-gras-ingredients
https://www.fda.gov/food/chemical-contaminants-pesticides/pesticides
https://www.fda.gov/food/registration-food-facilities-and-other-submissions/online-registration-food-facilities
https://www.fda.gov/food/compliance-enforcement-food/inspections-protect-food-supply
https://en.foedevarestyrelsen.dk/
https://www.futurepolicy.org/global/danish-order-on-food-contact-materials/
https://en.foedevarestyrelsen.dk/food/inspection/inspection-of-food-establishments
https://en.foedevarestyrelsen.dk/food/inspection/inspection-of-food-establishments
https://www.mhlw.go.jp/english/
https://www.mhlw.go.jp/content/11130500/000750094.pdf
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MATURE RISK THRESHOLD FRAMEWORKS: 4 EXAMPLES

additives, pathogens, and allergens denoting upper acceptable risk levels, ensuring 
compliance with international standards like those set by the Codex Alimentarius. 
Manufacturers assess and demonstrate risk levels for food products through self-
reporting systems, making use of so-called Hazard Analysis and Critical Control 
Point (HACCP) plans. Through HACCP plans, manufacturers identify hazards that 
must be avoided or reduced, and the critical points in the food production process 
in which this prevention or reduction should take place; they also use them to 
demonstrate that they are taking appropriate measures to address these hazards. 
HACCP plans are also in use in other countries, such as the US and UK.

Risk Thresholds in the Pharmaceutical Industry

Background

Risk management in the pharmaceutical industry began to take shape in the  
mid-20th century, driven by unsafe drug scandals like the thalidomide tragedy 
of the 1950s and 60s. These events prompted the creation of national and 
international regulatory frameworks aimed at reducing adverse effects from 
treatment with pharmaceuticals. 

Today, the international framework consists of multiple institutions and treaties, 
such as the World Health Organization (WHO), and the International Conference on 
Harmonisation of Technical Requirements for Pharmaceuticals for Human Use (ICH) 
for the harmonisation of pharmaceuticals standards. These international agreements 
and guidelines also form the backbone of international risk management by outlining 
what specific hazards must be controlled to protect patients.

Pharmaceutical Risk Management at 
the National Level

At the national level, the pharmaceutical industry is overseen by dedicated 
regulators, such as the Food and Drug Administration (FDA) in the US. In the EU, 
national bodies implement both international and EU-wide safety standards  
and guidelines.

While national regulatory agencies like the FDA in the US define what safety 
looks like and which standards and procedures manufacturers have to follow 
to prove compliance, manufacturers bear the responsibility of proving that their 
products do not pose unacceptable levels of risk. Within the same jurisdiction, all 
companies falling under the same category must comply with the same regulations 
and guidelines. 

Generally speaking, countries operate licensing regimes for pharmaceuticals, with 
manufacturers having to demonstrate the safety of their products before they can 
be marketed. Auditing and oversight is mostly conducted by the responsible national 
regulatory agencies, and by the European Medicines Agency (EMA) in the EU. In the 
next section, we have a look at how the US, Denmark and Japan manage and reduce 
risks from pharmaceuticals.

https://www.mhlw.go.jp/content/11130500/000750094.pdf
https://www.mhlw.go.jp/stf/seisakunitsuite/bunya/kenkou_iryou/shokuhin/haccp/index_00002.html
https://www.fda.gov/food/guidance-regulation-food-and-dietary-supplements/hazard-analysis-critical-control-point-haccp
https://www.food.gov.uk/business-guidance/hazard-analysis-and-critical-control-point-haccp
https://academic.oup.com/toxsci/article-abstract/122/1/1/1672454?redirectedFrom=fulltext&login=false
https://link.springer.com/chapter/10.1057/9781137291523_7
https://www.ich.org/
https://database.ich.org/sites/default/files/ICH_Q9-R1_Document_Step2_Guideline_2021_1118.pdf
https://www.fda.gov/
https://www.ema.europa.eu/en/documents/leaflet/european-regulatory-system-medicines_en.pdf
https://www.fda.gov/drugs/development-approval-process-drugs/laws-regulations-policies-and-procedures-drug-applications
https://www.fda.gov/drugs/development-approval-process-drugs/laws-regulations-policies-and-procedures-drug-applications
https://www.ema.europa.eu/en/about-us/what-we-do/authorisation-medicines
https://www.ema.europa.eu/en/homepage
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Use of Risk Thresholds

In the United States, under the FDA, both quantitative risk thresholds and 
manufacturing standards are used to reduce risk across the pharmaceutical 
sectors. The FDA uses specific thresholds to define an upper limit for adverse 
event rates, but also relies in large part on prescriptive manufacturing standards. 

Manufacturers assess the risk of their pharmaceutical products by performing 
FDA-mandated preclinical and clinical trials, with the goal to demonstrate that the 
product’s therapeutic benefits for individual patients outweigh its risks or potential 
negative side effects. 

The FDA has the power to grant, extend, or revoke 
licences to manufacture, market and sell specific 
pharmaceutical products and performs regular audits 

to ensure continued compliance.

In Denmark, the Danish Medicines Agency (DMA) 
oversees the pharmaceutical sector. To assess the 
risk levels of pharmaceuticals, companies must 
present clinical trial data and safety evaluations 
to the DMA. Risk is assessed not absolutely, but 

relatively, through a benefit-risk ratio that weighs the benefits of treatment against 
potential adverse outcomes for patients. This assessment is based on clinical data, 
but also on pharmacovigilance systems, under which the effects of medications 
on patients are monitored continuously after release to detect adverse effects. As 
data is collected continuously, the risk assessment based on the benefit-risk ratio 
can change over time.

In Japan, the Pharmaceuticals and Medical Devices Agency (PMDA) is responsible for 
ensuring pharmaceuticals are safe. Like its US and Danish counterparts, the PMDA 
requires manufacturers to prove that the therapeutic benefit of a pharmaceutical 
product outweighs the risks to the patient, which requires case-by-case judgement. 
The risk assessment of pharmaceuticals includes pre-clinical and clinical trials, with 
the PMDA e.g. requiring toxicology studies to demonstrate safety. Manufacturers 
must also present future pharmacovigilance plans for ongoing monitoring to receive 
permission to place a new pharmaceutical product on the market.

Risk Thresholds in Aviation

Background

Risk management in the aviation sector was sparked by early 20th-century 
accidents and the rapid growth of commercial aviation, leading to the establishment 
of the Chicago Convention in 1944 and the creation of the International Civil Aviation 
Organization (ICAO), a UN agency dedicated to coordinating international air trafÏc, 
in 1947. Today, the ICAO sets global safety standards through its annexes, and 
promotes collaboration among its 193 member states to ensure consistent risk 
management practices around the globe. It aims to prevent risks related to aircraft 
accidents, technical failure, and operational hazards.

MATURE RISK THRESHOLD FRAMEWORKS: 4 EXAMPLES

The FDA has the power to 

grant, extend, or revoke 

licences to manufacture, 

market and sell specific 
pharmaceutical products and 

performs regular audits to 

ensure continued compliance.

https://www.fda.gov/drugs/guidance-compliance-regulatory-information/pharmaceutical-inspections-and-compliance#:~:text=Inspections%20Help%20Ensure%20Drug%20Safety%20and%20Quality&text=In%20addition%2C%20FDA%20oversees%20the,counter%20monograph%20and%20compounded%20drugs.
https://www.fda.gov/drugs/development-approval-process-drugs
https://www.fda.gov/drugs/development-approval-process-drugs
https://www.fda.gov/drugs/guidance-compliance-regulatory-information/pharmaceutical-inspections-and-compliance#:~:text=Inspections%20Help%20Ensure%20Drug%20Safety%20and%20Quality&text=In%20addition%2C%20FDA%20oversees%20the,counter%20monograph%20and%20compounded%20drugs.
https://laegemiddelstyrelsen.dk/en/
https://laegemiddelstyrelsen.dk/en/sideeffects/pharmacovigilance-council
https://www.pmda.go.jp/english/
https://www.pmda.go.jp/english/review-services/outline/0001.html
https://www.pmda.go.jp/english/safety/info-services/drugs/rmp/0001.html
https://www.icao.int/publications/pages/doc7300.aspx
https://www.icao.int/Pages/default.aspx
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National frameworks typically follow ICAO guidelines and safety standards but 
implement them in different ways which are tailored to local conditions. National 
frameworks often differ in how specific risk thresholds are set and measured, and 
the implementation of safety standards, with some countries adopting stricter 
oversight than others or using technology solutions for monitoring.

Aviation Risk Management at the 
National Level

Generally, countries have a dedicated government body to ensure safety in the 
national aviation industry, and the implementation of international standards. 
While frameworks are adapted to local conditions, they must remain interoperable 

enough with other national frameworks to allow international air travel to function 
smoothly.

While these national government bodies hold regulatory authority over aviation 
safety and issue national safety standards and guidelines in accordance with 
international ones, the responsibility to prove risks have been mitigated adequately 
primarily falls on aircraft manufacturers, airlines, and operators. They must 
prove that their designs, operations, and procedures are safe to be awarded 
the necessary licences that allow them to provide commercial services. Within 
one jurisdiction, all companies of the same type must comply with the same 
regulations.

National aviation authorities also provide oversight by carrying out regular audits 
and inspections of airlines, maintenance facilities, and air trafÏc systems for safety 
standards compliance. Airlines that operate internationally can additionally make 
use of an Operational Safety Audit performed by the International Air Transport 
Association (IATA), an international trade association for airlines, which tests 
whether airlines comply with international safety standards.

Use of Risk Thresholds

We examine national aviation risk management frameworks in the US, the EU and 
Australia, to highlight how different jurisdictions apply ICAO standards and utilise 
risk thresholds.

In the US, the Federal Aviation Administration (FAA) holds regulatory authority 
over aviation safety. The FAA issues regulation and standards to reduce risks like 
structural failures, system malfunctions, human error, and environmental hazards. 
The framework aims to keep the probability of a catastrophic event—such as loss 
of life or severe damage to aircraft—below an acceptable threshold. To this end, 
the FAA uses prescriptive regulations for aircraft design, maintenance procedures, 
and operational performance. Quantitative risk thresholds constitute an important 
part of this and are e.g. used to ensure the probability of critical system failures 
remains below one in a billion flight hours.

MATURE RISK THRESHOLD FRAMEWORKS: 4 EXAMPLES

https://www.icao.int/safety/Documents/ICAO_SR_2019_final_web.pdf
https://www.faa.gov/air_traffic/publications/atpubs/aip_html/part1_gen_section_1.7.html
https://www.icao.int/safety/Documents/ICAO_SR_2019_final_web.pdf
https://www.iata.org/en/programs/safety/safety-quality-and-compliance/
https://www.iata.org/
https://www.faa.gov/
https://www.faa.gov/regulations_policies
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To assess the risk levels of their facilities or services, manufacturers and  
operators must submit extensive documentation, including safety cases,  
technical assessments, and scientific studies, to demonstrate compliance  
with FAA regulations.

In the European Union, the EU Aviation Safety Agency (EASA) provides a 
harmonised framework, ensuring that all stakeholders in the aviation industry 
meet the same safety requirements across the EU.

EASA uses a combination of performance-based and prescriptive risk parameters, 

including quantitative risk thresholds, which are set in accordance with 
international ICAO standards, aiming for extremely 
low probabilities of system or structural failures. This 
is combined with continuous monitoring of safety 
performance during day-to-day operations.

Manufacturers and airlines assess and prove the 
risk levels of their operations by preparing safety 
cases. Regular reporting through Safety Management 
Systems (SMS), which is explained further below, 
is mandatory, and airlines and manufacturers must 
continuously demonstrate compliance through 
regular third-party audits and risk assessments. 

EASA conducts inspections of manufacturers, airline operators, and national 
aviation regulatory bodies in the EU, and may require manufacturers or airlines to 
implement additional safety measures if new risks are identified.

In Australia, the Civil Aviation Safety Authority (CASA) is responsible for setting 
and enforcing aviation safety regulations in accordance with ICAO standards and 
guidelines. CASA emphasises a collaborative approach, where the industry is 
encouraged to actively engage in safety management and risk mitigation efforts. 
Operators must continuously demonstrate safety compliance to CASA through both 
an initial safety assessment and ongoing monitoring and risk mitigation processes.

While the Australian system makes use of quantitative risk thresholds, they are 
less prescriptive than in the US or the EU; instead, operators must demonstrate 
that they meet acceptable risk levels through more individualised safety cases. 
This more flexible approach allows CASA to quickly accommodate new and 
emerging technologies, such as unmanned aerial vehicles. Manufacturers and 
airlines must also maintain detailed operational reports that demonstrate ongoing 
compliance with CASA regulations. 

For continuous monitoring and improvement, the aviation industry uses a so-
called Safety Management System (SMS), which is recognised by the ICAO as well 
as most national regulators and industry as a robust methodology for ongoing risk 
detection and management during day-to-day operations. Compliance with licence 
conditions is also monitored continuously through repeated audits by national 
aviation authorities and the ICAO.

MATURE RISK THRESHOLD FRAMEWORKS: 4 EXAMPLES
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https://www.faa.gov/sites/faa.gov/files/2022-03/Safety_Approval_Guide_1_1.pdf
https://www.faa.gov/sites/faa.gov/files/2022-03/Safety_Approval_Guide_1_1.pdf
https://www.easa.europa.eu/en
https://www.easa.europa.eu/en/domains/safety-management/safety-management-system-sms
https://www.faa.gov/about/initiatives/sms/explained
https://www.easa.europa.eu/en/light/topics/standardisation-monitoring-civil-aviation-safety
https://www.casa.gov.au/
https://www.casa.gov.au/rules/regulatory-framework/casas-regulatory-framework#TheaviationlawsthatgovernCASA
https://www.casa.gov.au/operations-safety-and-travel/safety-management-systems/safety-management-legislation-guidance-and-resources#AirOperators
https://www.casa.gov.au/rules/regulatory-framework/casr/part-101-casr-unmanned-aircraft-and-rockets#Rulestatus
https://www.faa.gov/about/initiatives/sms/explained
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RISK MANAGEMENT FOR ADVANCED AI: AN OVERVIEW AND CRITICAL ANALYSIS

Risk Management 
for Advanced AI: 
An Overview and 
Critical Analysis

Early Ethical Guidelines in AI Development

AI risk management is a nascent field that has significantly evolved over the past 
decade with the rapid advancements in AI technology. In the early stages of AI, 
concerns about its risks, especially on privacy, autonomy, and societal norms, were 
confined mainly to academic and theoretical discussion without clear regulatory 
responses. However, as AI technologies matured in the late 20th and early 21st 
centuries harmful impacts of it have become more visible in daily lives. As a result, 
formal risk management frameworks for AI emerged as a significant necessity. In 
line with this, a notable early effort to address AI’s ethical implications was the 
release of the Institute of Electrical and Electronics Engineers (IEEE)’s Ethically 
Aligned Design (EAD) in 2016, which provided guidelines for ethical considerations 
in AI and autonomous systems development, suggesting transparency, 
accountability, and human well-being as the foundational principles to follow while 
building AI technologies. Following this, the Asilomar Conference on Beneficial 
AI in 2017 brought AI experts to discuss the future of AI together and resulted 
in the creation of the Asilomar AI Principles—a set of 23 guidelines intended to 
ensure that AI technologies are developed safely and beneficially. These principles 
expanded beyond ethical considerations of AI to transparency in AI research and 
the long-term societal impacts of AI, highlighting the importance of aligning AI 
development with human values.

Building upon these early efforts, the OECD AI Principles, adopted in 2019, 
promoted trustworthy AI notion and differed from earlier frameworks as a policy-
oriented approach by providing recommendations for its member states to follow 
in order to promote human rights and democratic values as guiding principles in 
AI development. This represented a shift towards integrating AI ethics into policy-
making, highlighting the role of governments in AI risk management. In 2021, the 
UNESCO Recommendation on the Ethics of Artificial Intelligence became the 
largest globally agreed-upon framework for the ethical development and use of AI 
with its 193 member states. This framework included broader topics of diversity, 
equality, environmental sustainability, data governance, peace, and security. 
However, these frameworks remained as general guidelines without providing 
concrete implementation pathways or acting as binding rules that states were 
enforced to follow.

https://link.springer.com/article/10.1007/s12525-021-00480-5
https://www.scientificamerican.com/blog/roots-of-unity/review-weapons-of-math-destruction/
https://standards.ieee.org/wp-content/uploads/import/documents/other/ead_brochure_v2.pdf
https://standards.ieee.org/wp-content/uploads/import/documents/other/ead_brochure_v2.pdf
https://futureoflife.org/open-letter/ai-principles/
https://www.oecd.org/en/topics/sub-issues/ai-principles.html#:~:text=The%20OECD%20AI%20Principles%20promote,stand%20the%20test%20of%20time.
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
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Technical Challenges and New Risks in 

Advanced AI Systems

The adoption of machine learning and neural networks in the 2010s enabled AI 
systems to become more capable, surpassing humans in sophisticated tasks; 
but they also became increasingly complex and opaque. The inner workings of 
advanced AI technologies are often not fully understood even by their developers, 
which introduced new challenges and risks that are unique to this technology. In 
the 2010s, some researchers and organizations, such as the Machine Intelligence 
Research Institute (MIRI), were exploring the long-term consequences of advanced 
AI systems—encompassing concepts like general-purpose AI (GPAI) or Artificial 
General Intelligence (AGI)—which could demonstrate behaviors that are harder to 
predict and control. Several other organizations also worked on technical research 
addressing the risks and the safety of advanced AI systems, such as Center 
for Human-Compatible Artificial Intelligence (CHAI) or ARC Evals, which is now 
renamed as Model Evaluation and Threat Research (METR). Despite the growing 
complexity of advanced AI systems, which underscored emerging technical risks, 
these organizations remained relatively niche, as the risks associated with general-
purpose AI were still largely theoretical and had yet to be incorporated into 
structured risk management frameworks.

The increasing complexity of AI systems also started 
a shift towards risk management frameworks that 
incorporate technical and operational aspects 
of AI risks. The International Organization for 
Standardization (ISO) released a risk management 
guidance for systems incorporating AI, aiming 
to improve the safety and reliability of these 
systems and providing uniform guidelines to 
ensure consistency across different countries and 

industries. NIST released a voluntary AI Risk Management Framework in 2023, 

offering a risk-based governance approach to AI technology that can be adapted to 
any industry and manages the risk through the entire AI lifecycle. 

These frameworks provided more technical guidance in AI risk management, 
such as promoting the transparency of complex systems. However, they were still 
largely designed for deterministic AI systems where capabilities and potential 
risks could be identified prior to system development. The current type of most 
advanced AI systems fundamentally differ from these assumptions. They can 
exhibit emergent capabilities that were not anticipated during their design. When 
their capabilities are tested, they can develop internal goals that are different from 
developers’ intentions and deceive humans. Moreover, these models scale up in 

power quickly as the models get larger. The unprecedented power and capabilities 
of these models make it difÏcult to confine their risks to specific domains. For 
example, while chemical and biological compounds are traditionally governed 
by separate risk management frameworks, advanced AI could possess synthesis 
capabilities that might be misused to create dangerous agents across both fields, 
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https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence
https://www.nature.com/articles/nature16961
https://theconversation.com/what-is-a-black-box-a-computer-scientist-explains-what-it-means-when-the-inner-workings-of-ais-are-hidden-203888
https://www.vox.com/unexplainable/2023/7/15/23793840/chat-gpt-ai-science-mystery-unexplainable-podcast
https://arxiv.org/abs/1606.06565
https://intelligence.org/
https://humancompatible.ai/
https://metr.org/
https://www.iso.org/standard/77304.html
https://www.iso.org/standard/77304.html
https://www.nist.gov/itl/ai-risk-management-framework
https://cset.georgetown.edu/article/emergent-abilities-in-large-language-models-an-explainer/
https://www.apolloresearch.ai/blog/understanding-strategic-deception-and-deceptive-alignment
https://epoch.ai/blog/training-compute-of-frontier-ai-models-grows-by-4-5x-per-year
https://www.cdc.gov/safelabs/resources-tools/bio-risk-assessment.html
https://unece.org/about-ghs
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blurring the lines between established regulatory 
boundaries. Therefore, risk management 
frameworks developed for a particular industry, 
application or scientific field may not be effective 
in managing risks posed by advanced AI in that 
specific domain. An effective risk management 
for advanced AI should take into account intent 
alignment, cross-domain capabilities, and 
forward-thinking assessments to anticipate risks 
that may emerge as models grow more powerful.

Given these unique characteristics, companies 
with the dedicated goal of developing general-purpose advanced AI - sometimes 
referred to as AGI - began to design and publish internal frameworks that aim to 
build these systems in a safe and responsible manner. These frameworks, often 
called Responsible Scaling Policies (RSPs) and henceforth referred to as RSPs in 
this document, and are more tailored towards the unique features of these complex 
systems. They vary in depth and maturity, and might include elements of risk 
management, such as capability-based risk thresholds for AI models, protocols to 
assess AI models’ against these thresholds, predefined risk mitigation measures, and 
an oversight mechanism. These frameworks are not binding or externally enforced 
policies, but voluntary efforts that developers commit to follow internally. 

Early examples of similar efforts include the OpenAI Charter published in 2018, 
stating the company’s high-level commitment to develop the AGI in a safe 
manner, benefiting all of humanity and ensuring its long-term safety. Another early 
example is the high-level commitments published by Antrhopic in 2021, which 
underscores that the company would scale their models in a responsible manner. 
In recent years, OpenAI and Anthropic have expanded these frameworks, named 
Preparedness Frameworks and Responsible Scaling Policy, respectively. Other 
organizations that publicly disclose their aim as to develop AGI or AI systems at 
the frontier, such as DeepMind or Meta, have also published statements that differ 
in depth and detail, which entail a high-level commitment and to ensure the safety 
of their models.

Over the past two years, events like the launch of OpenAI’s ChatGPT and similar 
products from Anthropic and Google have heightened public and regulatory focus 
on advanced AI risks. Concurrently, the risks of advanced AI gained attention when 
leading experts such as Geoffrey Hinton—the “godfather of AI”, Nobel Prize winner 
and deep learning pioneer—quit Google and warned that advanced AI could escape 
human control and threaten humanity. Public statements, including Center for AI 
Safety’s open letter and the Future of Life Institute’s open letter called for action 
on addressing the potential risks of advanced AI and have been signed by many 
prominent academics, industry leaders, and researchers in the AI field.
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https://metr.org/blog/2023-09-26-rsp/
https://openai.com/charter/
https://web.archive.org/web/20211223092751/https://www.anthropic.com/
https://cdn.openai.com/openai-preparedness-framework-beta.pdf
https://assets.anthropic.com/m/24a47b00f10301cd/original/Anthropic-Responsible-Scaling-Policy-2024-10-15.pdf
https://deepmind.google/discover/blog/introducing-the-frontier-safety-framework/
https://transparency.meta.com/en-gb/policies/ai-safety-policies-for-safety-summit/
https://www.forbes.com/sites/bernardmarr/2023/05/19/a-short-history-of-chatgpt-how-we-got-to-where-we-are-today/
https://www.anthropic.com/claude
https://gemini.google.com/app
https://www.forbes.com/sites/craigsmith/2023/05/04/geoff-hinton-ais-most-famous-researcher-warns-of-existential-threat/
https://www.safe.ai/work/statement-on-ai-risk
https://www.safe.ai/work/statement-on-ai-risk
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
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At the national and supranational level, regulatory efforts have begun to reflect 
the need to regulate advanced, general-purpose AI. The US Executive Order on 
the Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence, 

released in October 2023, and the EU AI Act, entered into force in August 2024, 
were among the first major regulatory efforts distinguishing general-purpose 
advanced AI by referring to its unique features such as the vast amount of 
compute power they require. They both impose reporting and safety assurance 
requirements on advanced AI developers. The US Executive Order, which is 
not a permanent law, recommends AI developers to adhere to NIST’s AI Risk 
Management Framework, which provides a detailed guidance for model developers 
to follow during design, development and deployment. The order also supports the 
development of additional risk management guidance and more resources for this 
effort. The EU AI Act, which will be fully enforced from 2025 onwards in Europe, 
outlines specific risk management principles for high-risk AI, along with a list of 
provisions which include safety testing and reporting, red-teaming, cybersecurity 
protection and post-market monitoring systems to ensure ongoing safety and 
compliance with the act. The Act classifies advanced AI as having “systemic risk. 
It is unclear whether these models with systemic risk would be considered high-

risk, and therefore obliged to follow the specified 
risk management best practices. This would be 
clarified more throughout the 2025 as the EU AI 
OfÏce further specifies the implementation of the 
act. If binding, the EU AI Act would be providing one 
of the most comprehensive binding risk management 
requirements for advanced AI developers, starting as 
early as in model design and training stages. These 
rules would be binding only if the model developers 
were to plan to release their models in the EU, 
however, might be adopted by them as a universal 
best practice, also known as the Brussels effect. 

The dedicated bodies to guide AI developers to comply with these regulatory 
frameworks, the EU AI OfÏce in the EU and the NIST in the US, might be actively 
working on more detailed risk management frameworks that are similar to RSPS in 
nature, dedicated to advanced AI.

At the global level, in an effort initiated by the UK government, world 
governments—including the US, China, the EU, and the UK—came together at 
Bletchley Park in November 2023 in order to recognize the significant risks posed 
by advanced AI and address these challenges via international coordination to 
ensure the safe development of this technology for the benefit of all. At a follow-
up summit held in Seoul in May 2024, 16 organizations —including Anthropic, 
Google DeepMind, OpenAI, Meta, and Mistral AI— developing advanced AI 
voluntarily agreed to the Frontier AI Safety Commitments. These commitments 
involve responsible model deployment, rigorous risk assessments, improved 
cybersecurity, and model transparency, with a promise to publish safety 

Regulatory Efforts and Global Coordination on 
Advanced AI Safety
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https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://artificialintelligenceact.eu/high-level-summary/
https://artificialintelligenceact.eu/article/9/
https://artificialintelligenceact.eu/high-level-summary/
https://artificialintelligenceact.eu/high-level-summary/
https://kluwerlawonline.com/journalarticle/European+Foreign+Affairs+Review/26.3/EERR2021036
https://digital-strategy.ec.europa.eu/en/policies/ai-office
https://www.nist.gov/artificial-intelligence
https://www.gov.uk/government/publications/frontier-ai-safety-commitments-ai-seoul-summit-2024/frontier-ai-safety-commitments-ai-seoul-summit-2024
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Analysis of Voluntary Safety Commitments of 

Advanced AI Developers
As of 28th of October 2024, companies who had joined the voluntary commitments 
mentioned above met their commitment to publish safety frameworks to varying 
degrees. Some organizations, like DeepMind, Naver and Inflection have released 
statements that are similar to RSPs for the first time. Some organizations with 
existing RSPs, like Anthropic and OpenAI, have been sharing updates on the 
ongoing work on their RSPs. Some organizations, on the other hand, have not 
released dedicated frameworks. These frameworks, though not comprehensive risk 
management tools, are intended to help mitigate risks from their models. Based 
on public information, these frameworks appear to be the most extensive risk 
management efforts currently available. Table 1 compares the content of existing 
frameworks from these organizations against 5 common risk management best 
practices selected based on the common key features observed in other industries 
covered in our literature review. These include:

1.	 Definitive risk thresholds: Clear limits or boundaries that define risk levels, 
including acceptable levels or prohibited activities, if applicable.

2.	Risk assessment methodology: A process for assessing the system’s level 
of risk, often based on its severity and likelihood, in order to determine the 
appropriate risk treatment.

3.	Risk treatment methodology: Strategies or actions for handling risks at certain 
levels, including risk acceptance, avoidance and mitigation measures.

4.	Accountability and oversight: Structures and process, ideally applied by 
independent third parties, to ensure that risk-owner (i.e. AI developers in the 
context of advanced AI) is held accountable for following the framework.

5.	Continuous monitoring and improvement: Ongoing processes to track risks, 
evaluate effectiveness, and refine risk management practices over time.

frameworks by February 2024 in France. While the Seoul summit provided general 
guidance on what these frameworks should include, it did not establish binding 
standards or enforcement mechanisms, leaving implementation voluntary and 
without independent compliance oversight at national or international levels.

RISK MANAGEMENT FOR ADVANCED AI: AN OVERVIEW AND CRITICAL ANALYSIS
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        Anthropic

Definitive Risk 
Thresholds:

The policy introduces qualitative risk thresholds named AI Safety 
Levels, successively increasing from ASL-1 to ASL-4, defined based 
on certain model safety and deployment requirements. The policy 
also identifies three model capabilities: 1) Cybersecurity or Chemical, 
Biological, Radiological, and Nuclear (CBRN) 2) Autonomous AI 
Research and Development (AI R&D) 3) Cyber capabilities. These 
capabilities do not directly map to a specific ASL. If a model surpasses 
its current capabilities in these identified areas, a further risk 
assessment process is automatically triggered, which might unlock 
the successive ASL. The policy does not define ASL-4 and above but 
commits to doing so before those levels are reached.

Risk Assessment 

Methodology: 

The policy provides a high-level explanation of capability tests to 
be applied internally with third-party guidance. The policy commits 
to afÏrmative risk assessment, which means that not observing 
a capability would not be sufÏcient to overrule the next ASL, and 
the absence of the capability must be verified. A full test suite and 
process are not shared, but a publicly shared assessment of one of 
the company’s existing models exhibits the types of tests applied in 
this risk assessment.

Risk Treatment 

Methodology:

A detailed containment and response process is defined up to 
and including ASL-3 level. The process includes a commitment to 
halt model development if the next ASL is triggered without the 
containment standards for that ASL being met. In this case, the 
model development would continue only that specific ASL’s safety and 
deployment requirements are met. The process commits to applying 
mid-training assessments that include additional safety requirements, 
such as locking down the model immediately.

Accountability  
and Oversight: 

The policy commits to share the results of the company’s model 
evaluations with the public and the government with security 
considerations in mind. The policy defines an internal governance and 
maintenance mechanism for the process, which includes a dedicated 
internal role, an internal board and a systematic review process which 
involves the company leadership. The policy also commits to involving 
external experts in the evaluation process without specifying a third party 
auditing regime or an independent oversight body.

Continuous 

Monitoring and 

Improvement:

Evaluations are conducted for each new model; and systematically 
after every 4x increase in effective compute and every three 
months to monitor for new risks arising from fine-tuning or other 
improvements.
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https://assets.anthropic.com/m/24a47b00f10301cd/original/Anthropic-Responsible-Scaling-Policy-2024-10-15.pdf
https://www-cdn.anthropic.com/f2986af8d052f26236f6251da62d16172cfabd6e/claude-3-model-card.pdf
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         OpenAI

Definitive Risk 
Thresholds:

The framework introduces qualitative risk thresholds—Low, Medium, 
High, and Critical—across four AI risk areas: Cybersecurity, Chemical, 
Biological, Radiological, and Nuclear (CBRN) Threats, Persuasion, 
and Model Autonomy. Each threshold is internally defined by OpenAI 
based in two key components: 1) criteria for a model reaching a 
specific capability level 2) the potentially catastrophic risks posed by 
capabilities at each level.

Risk Assessment 

Methodology: 

The policy gives up to 4 examples of tests that would be applied for 
the assessment of each identified risk category in the risk thresholds, 
to be applied internally with third party guidance. A full test suite and 
process are not shared, but a publicly shared assessment of one of 
the company’s existing models exhibits the types of tests applied in 
this risk assessment.

Risk Treatment 

Methodology:

A high level containment and response process is defined, with a 
commitment to apply certain mitigation measures appropriate for the 
relevant risk level, without a detailed definition of those mitigations. 
The process commits to halt development if a model is classified 
as critical risk and to halt deployment if a model is classified as 
high risk before mitigation measures are applied. In these cases, the 
development might continue only if the model risk has been reduced 
to high and the deployment might continue only if the model risk has 
been reduced to medium, after the mitigation measures.

Accountability  
and Oversight: 

The framework does not directly commit to public disclosure of their 
evaluation results. However, it commits to having evaluations and 
corresponding mitigations audited by qualified, independent third 
parties, by reproducing findings for accuracy or by reviewing the 
methodology for soundness. The framework defines an internal board 
to maintain the systematic review process. The audits mentioned 
would occur at a cadence specified by this internal governance body 
and/or upon the request of the company’s leadership or the board.

Continuous 

Monitoring and 

Improvement:

Evaluations are conducted systematically after every >2x increase in 
effective compute or as often as considered necessary to catch new 
risks that might emerge with algorithmic breakthroughs, including 
before, during, and after training.
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https://cdn.openai.com/openai-preparedness-framework-beta.pdf
https://cdn.openai.com/o1-system-card-20240917.pdf
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         Google DeepMind

Definitive Risk 
Thresholds:

The framework introduces qualitative risk thresholds, called Critical 
Capability Levels (CCLs), across four areas of risk: Autonomy, 
Biosecurity, Cybersecurity, and Machine Learning R&D. There are 
two CCLs defined for the Biosecurity, Cybersecurity, and Machine 
Learning R&D categories, while only one is defined for Autonomy. CCLs 
are defined based on DeepMind’s preliminary findings and general 
assessment of whether the model exhibits such capabilities, along with 
internal evaluations of the severe risks these capabilities may pose.

Risk Assessment 

Methodology: 

The framework commits to developing appropriate tests for certain 
CCLs, named early warning evaluations, but does not list the involved 
tests or provide examples.

Risk Treatment 

Methodology:

A high-level containment and response process, mostly focused on 
security restrictions, is defined. The process includes a commitment 
to halt deployment and development until sufÏcient mitigations are 
ready for the reached risk threshold. The policy commits to develop a 
more detailed response plan once a model reaches a specific threshold, 
which is not fully defined for all risk thresholds at the moment.

Accountability  
and Oversight: 

While the framework commits to involve external third parties in the 
evaluation process, there is no direct commitment to public disclosure 
of evaluation results. The framework does not specify an internal or 
external oversight body.

Continuous 

Monitoring and 

Improvement:

Evaluations are conducted systematically after every 6x increase in 
effective compute and every three months of fine-tuning progress.

         Inflection*

Definitive Risk 
Thresholds:

The policy does not include definitive risk thresholds.

Risk Assessment 

Methodology: 

The policy does not outline a detailed risk assessment methodology 
or detailed evaluation tests. The policy mentions nine areas of best 
practices to apply to mitigate risks one of which includes details on 
red-teaming and the company’s commitment to developing policies on 
risk areas such as CBRN.

RISK MANAGEMENT FOR ADVANCED AI: AN OVERVIEW AND CRITICAL ANALYSIS

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/introducing-the-frontier-safety-framework/fsf-technical-report.pdf
https://inflection.ai/frontier-safety
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Risk Treatment 

Methodology:

The policy does not list specific actions that will be automatically 
triggered under certain risk conditions. Decisions appear to be made 
on a case-by-case basis, guided by the safety team’s assessments. The 
policy commits to bar a model from launch if the internal evaluation 
standards are not met, but these standards are not clearly defined.

Accountability  
and Oversight: 

The policy mentions an in-house safety team but does not provide 
details on external oversight or accountability mechanisms.

Continuous 

Monitoring and 

Improvement:

The policy does not specify an explicit schedule. It refers to periodic 
reviews examining the observed safety of production systems across 
critical areas, which appears to apply to deployed models. 

         Naver

Definitive Risk 
Thresholds:

The framework introduces loosely defined qualitative thresholds – 
“high risk” and “low risk” – determined based on whether the model is 
general-purpose or is a narrow AI model, and its specific use case.

Risk Assessment 

Methodology: 

The framework commits to certain safety guardrails to be determined 
based on an internal risk assessment of the model, include red-
teaming which typically involves third-party evaluations despite not 
being specified in the framework. The policy shares several examples 
of tests and data sets used in the model evaluation with an emphasis 
on Korean being the language used in these tests.

Risk Treatment 

Methodology:

A high level containment and response process is defined. The process 
commits to halt deployment and restrict certain use cases for general-
purpose AI systems if a model is classified as high risk before mitigation 
measures are applied.

Accountability  
and Oversight: 

The framework mentions an in-house risk governance team and 
commits to working with external parties on red teaming, but does not 
provide details on external oversight or accountability mechanisms.

Continuous 

Monitoring and 

Improvement:

Evaluations are conducted systematically after every 6x increase in 
effective compute and every three months.
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https://clova.ai/en/tech-blog/en-navers-ai-safety-framework-asf
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Amazon:

•	 �States that they have conducted assessments on their most 
advanced AI models, providing examples of implemented procedures 
like red teaming. Their reports indicate no significant risks when 
compared to a baseline, without clearly defining this baseline.

•	 �Commits to ongoing model evaluations during development and 
before and after release. 

•	 �Acknowledges briefly the possible conditions for halting AI 
development or disclosing risks to authorities, such as governments, 
without specifying these conditions

•	 �Commits to external collaboration for red teaming and security 
assurance, but relies on internal governance without committing to 
independent oversight or third party auditing.

•	 �Acknowledges explicitly the lack of standard risk management best 
practices in advanced AI, including defining capabilities, mapping 
risks, and establishing mitigation frameworks, and commits to 
advancing research in these areas. 

Meta: 

•	 �States that they have conducted assessments on their most 
advanced AI models with a specific focus on public-facing red-
teaming and bug reporting. Their reports indicate finding only a few 
marginal risks, such as in weapon production, which were mitigated 
without much details into the treatment and the mitigation process. 

•	 �Provides broad risk categories such as illicit activities, harmful 
content, and unqualified advice which differ from Anthropic and 
OpenAI RSPs by not including model automation and only briefly 
covering CBRN risks. The company places special emphasis on 
identification and safety of AI-generated content. 

•	 �Does not commit to stopping development or deployment under 
certain circumstances, but focuses more on mitigation and iterative 
improvement on the risk mitigation process.

•	 �Does not commit to a periodic review, but expresses interest in 
updating and improving the evaluation process iteratively.

•	 �Describes internal governance for evaluations without third-party 
oversight but intends to work with external parties on red-teaming 
and safety assessments, voluntarily sharing some results from past 
models.

have not published a standalone policy framework but a comprehensive response to questions 
raised by the first AI Safety Summit in November 2023. Responses featured policies that 
these companies had in place for safe and trustworthy AI development, without defined risk 
thresholds or risk treatment processes. In these responses:

Amazon, Meta and Microsoft
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https://aws.amazon.com/uki/cloud-services/uk-gov-ai-safety-summit/#Responsible_Capability_Scaling_
https://transparency.meta.com/en-gb/policies/ai-safety-policies-for-safety-summit/
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Microsoft:

•	 �Recommends evaluating their policies together with OpenAI’s, 
especially on frontier AI development, given their strategic partnership. 
The company refers to a joint safety board between Microsoft and 
OpenAI tasked with reviewing AI models, setting capability thresholds, 
and having authority to halt deployment if risks reach certain levels. 
This board serves as an internal governance mechanism.

•	 �Mentions that certain capability thresholds were defined by OpenAI 
and Microsoft, but lacks details on these thresholds or specific risk 
treatment processes.

•	 �Provides a comprehensive overview of their model evaluations and 
red teaming efforts.

•	 �Commits to external collaboration for red teaming and security 
assurance, but relies on internal governance without committing to 
independent oversight or third party auditing.

Cohere, G42, Hugging Face, IBM, Mistral AI, Samsung Electronics, Technology 

Innovation Institute (TII), xAI, and Zhipu AI joined the voluntary Frontier AI Safety 
Commitments in the Seoul AI Safety Summit in May 2024. While some of these companies  
have frameworks addressing ethical, safe, and transparent AI development and use, as of 
October 29, 2024, they have not published a standalone policy similar to Risk and Safety  
Policies (RSPs) specifically targeting frontier AI development or a dedicated response to the 
summit commitments.

Table 1:  
The comparison of RSPs and responses to the voluntary Frontier AI Safety Commitments to date.
*Microsoft and Inflection are currently in a merger process and the information provided here may be 
subject to change as the merger progresses.

As captured in Table 1, some elements of these voluntary frameworks act similar 
to risk management best practices, such as halting model development based 
on intolerable risk levels. Even though these frameworks lack quantitative risk 
thresholds, based on severity and likelihood, some of them specify technical 
safety tests which models need to get a certain score from to pass, introducing 
measurability to the proposed thresholds. 

However, significant gaps remain compared to risk management best practices. 
As evident in Table 1, these frameworks differ significantly in recognizing risks and 
defining risk thresholds. For example, while Mistral AI compares its models to 
OpenAI’s and Anthropic’s on coding and reasoning capabilities —which can pose 
cybersecurity and persuasion risks— the company currently lacks a publicly available 
framework acknowledging these risks, unlike its competitors. Defined risk thresholds 
across companies also vary significantly since they were determined internally by 
each organization. As illustrated in Figure 1, in the absence of external factors such 
as industry standards or binding regulations, setting up risk thresholds relies mostly 
on an organisation’s risk appetite which is heavily influenced by that organisation’s 
culture, values and resources, as well as market forces.
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https://blogs.microsoft.com/on-the-issues/2023/10/26/microsofts-ai-safety-policies/#Responsible_Capability_Scaling
https://techcrunch.com/2024/09/04/uk-regulator-greenlights-microsofts-inflection-acquihire-but-also-designates-it-a-merger/?guccounter=1&guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&guce_referrer_sig=AQAAANFTumFiJaUh2QwnUEmpBUxgTWt9sodwCf28P3NxHaMkhI2ImY-Tr0hUbZkPsxu1QttHhWoI_TDOMVXCSIOyLGm-S34UyC-dm1b3JyjHhZwds7aQnLZqCXUEGc8l9GLqqHzsrpSuLXhMxvU-1cMduHesOhIS49GdRJLEQAK9PGt1
https://mistral.ai/news/mistral-large-2407/
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Figure 1:  
The common 
process of 
constructing risk 
thresholds.

The lack of standardization across organizations also makes it difÏcult to critically 
compare these policies. For example, Anthropic and OpenAI each recognizes 
model autonomy as a specific category of risk. Table 2 presents the comparable 
but different risk thresholds and treatment processes these companies follow for 
model autonomy risks. In a hypothetical case where a model can assist a STEM 
student to create a pathogen, Anthropic commits to halting model development 
while OpenAI does not. Based on these responses only, it is unclear whether 
OpenAI would continue developing such a model or would only be able to detect 
this capability after the model is developed. Even if the model isn’t deployed, its 
internal availability would still expose it to theft through cyberattacks or leaks. It 
is also unclear whether OpenAI would adopt adequate security measures if the 
model development were to continue, and what those security measures would be.

CBRN capability thresholds Risk treatment

Anthropic*

The ability to significantly assist individuals 
or groups with basic STEM backgrounds in 
obtaining, producing, or deploying CBRN 
weapons.

Halt development 
and deployment

OpenAI

Model enables an expert to develop a novel 
threat vector OR model provides meaningfully 
improved assistance that enables anyone 
with basic training in a relevant field (e.g., 
introductory undergraduate biology course) to be 
able to create a CBRN threat.

Halt deployment, 
continue 
development

Model enables an expert to develop a highly 
dangerous novel threat vector (e.g., comparable 
to novel CDC Class A biological agent) OR model 
provides meaningfully improved assistance that 
enables anyone to be able to create a known 
CBRN threat OR model can be connected 
to tools and equipment to complete the 
full engineering and/or synthesis cycle of a 
regulated or novel CBRN threat without human 
intervention.

Halt deployment and 
development

Table 2:  
Sections of CBRN capability thresholds and relevant risk treatment measured from Anthropic’s Responsible 
Scaling Policy and OpenAI’s Preparedness Framework.

*Further details of these definitions are provided in the footnotes of Anthropic’s policy.
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https://assets.anthropic.com/m/24a47b00f10301cd/original/Anthropic-Responsible-Scaling-Policy-2024-10-15.pdf
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Another key gap in these frameworks is the lack of third-party enforcement and 
independent oversight, as they mostly rely on internal governance. While some 
companies involve external red-teaming and expert reviews or conduct third-party 
audits, this involvement is voluntary and lacks public disclosure commitments. 
This limits transparency and hampers accountability . This is partly due to 
the absence of an explicit regulation that enforces these organisations to an 
independent third party assurance process at the national or international level. 
This issue is evident in practice; for instance, OpenAI publicly shared the system 
card of their most recent o1 model, assessed based on OpenAI’s Preparedness 
Framework. The results reveal that a third party delegated to run evaluations on 
model alignment did not have sufÏcient time to conduct their tests, exemplifying 
how these frameworks might be applied suboptimally when relying solely on 
internal governance.

Overall, these frameworks and policies that address the voluntary commitments 
of AI developers are promising initial efforts toward a systemic risk mitigation 
for advanced AI. However, they are not consistent at the fundamental level of 
identifying these risks in a consistent and harmonized manner. Advanced AI risks 
carry high risk and high uncertainty, which means that a single incident might 
cause significant harms, indicating that this lack of standardization compromises a 
universal assurance of safe and trustworthy development of advanced AI.  

Conclusion: Need for Harmonising Advanced  

AI Risk Management
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ANALYSIS

Analysis

At a general level, risk assessment frameworks and institutions in the advanced 
AI field are still in a very early stage of development. Mature industries have more 
established risk management frameworks that commonly include international 
standards, national governance translating these standards into safety thresholds, 
and oversight systems to ensure compliance. These frameworks balance market 
access with public safety, a decision that typically falls to governments to preserve 
safety for consumers and the general public.

We see in other safety-critical industries that international and state agencies 

carry the responsibility of defining acceptable risk levels, and how they are 
measured, while developers, manufacturers and operators must prove via 
mandated methodologies and processes that their products do not exceed 

acceptable levels of risk, e.g. by demonstrating they 
meet specific, quantitative risk thresholds. Currently, 
in the advanced AI field, companies themselves 
voluntarily define acceptable levels of risk and 
how to measure them, while states perform some 
investigation into the safety of a given advanced 
AI system via evaluations performed by AI Safety 
Institutes, if developers provide access to their 
products voluntarily. This is an inversion of the 
oversight best practices we see in other safety-
critical industries.

Furthermore, in other safety-critical industries, state agencies perform regular, 

ongoing audits to ensure compliance with safety standards. They often even have 
the power to award, extend or revoke licences, without which developers and 
operators cannot be active in their specific industry. Likewise, all companies of the 
same type in the same jurisdiction are held to the same standards and procedures 

to prove sufÏcient risk mitigation and/or fulfil licensing requirements. In advanced 
AI, no such robust, external oversight exists to ensure companies comply with risk 

In this section, we analyse and demonstrate the key findings 
from our research, comparing how risk management 
practices have been evolving in advanced AI and risk 
management best practices in other high-risk industries. 
These insights both highlight the gaps in current risk 
management practices in advanced AI and provide insight 
into what an effective risk management framework for this 
rapidly evolving technology could look like. Some of these 
comparisons are captured in Table 4, while our analysis 
covers a broader, big-picture perspective.

Mature industries have more 

established risk management 

frameworks that commonly 

include international standards, 

national governance translating 

these standards into safety 

thresholds, and oversight 

systems to ensure compliance.

https://icfg.eu/the-ai-safety-institute-network-who-what-and-how/
https://icfg.eu/the-ai-safety-institute-network-who-what-and-how/
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management frameworks, and frameworks even vary from company to company, 
as they are drafted by companies themselves. This complicates rating risk levels 
and comparing risk assessments across companies.

Regarding the risk assessment frameworks themselves, in other safety-critical 
industries we see mature frameworks with clearly defined conditions and 
procedures for what constitutes technology that has acceptable levels of risk. 
Quantitative risk thresholds play an important role in most of them, in combination 
with other tools and methods, like ALARP-based regimes which require individual 
safety cases. They provide a clear basis for distinguishing products or facilities 
posing unacceptably high levels of risks from those where risks have been 
sufÏciently mitigated, in accordance with international standards or guidelines. 
In addition to risk thresholds and other risk measurement parameters, as well 
as risk assessment methodologies, these frameworks also outline risk treatment 
steps that need to be taken when risks are exceeded. For example, the UK’s ONR 
can withhold or revoke a licence for the operation of a nuclear facility if it deems 
that it exceeds acceptable risk levels. Operation of the facility must then be 
halted until the operator has identified and implemented additional necessary risk 
reduction measures and submitted a new safety case that is approved by ONR.

This demonstrates how a mature risk assessment framework should function: The 
steps of action should be testing for a fully defined condition followed by rating 
the consequential risk level and taking fully defined action to further mitigate the 
risk if necessary. Instead, in the advanced AI field with current company-authored 
risk management frameworks, we see a system that relies on observing a loosely 
defined state or condition followed by a loosely defined risk mitigation action.

The more developed advanced AI company risk management frameworks contain 
basic, mostly qualitative risk thresholds, which are broadly defined and vary from 
company to company. In fact, risk assessment methodology is fuzzy across the 
board; instead of following standardised procedures and tests, developers may 
perform some evaluations when they deem it appropriate to do so. This makes 
it difÏcult to compare and rate test results and overall safety assessments. 
Furthermore, some more developed advanced AI risk management frameworks 
contain commitments to only bring the product to market once risk levels have 
been lowered sufÏciently. However, there is no risk treatment methodology that  
is described in detail, or consistent across companies, to reduce risks once  
they are detected.

Moreover, all four examined safety-critical industries monitor risk levels and 
management continuously after products have entered the market or facilities 
have started to operate. For example, nuclear facilities need to regularly renew 
their operating licences in the US and the UK, by re-submitting evidence that they 
do not exceed acceptable risk levels and operate in accordance with regulatory 
changes. In the pharmaceutical sector, manufacturers also have to continuously 
submit relevant data to oversight bodies under pharmacovigilance programmes to 
ensure patient safety. No such measures are in place in the case of the advanced 
AI risk management frameworks reviewed above; they only discuss whether an 
advanced AI model’s initial release can go ahead or not.
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https://www.onr.org.uk/our-work/how-we-regulate/nuclear-site-licensing/
https://www.onr.org.uk/our-work/how-we-regulate/nuclear-site-licensing/
https://www.nrc.gov/reactors/operating/licensing/renewal/introduction/orientation.html
https://www.onr.org.uk/our-work/how-we-regulate/nuclear-site-licensing/
https://www.ema.europa.eu/en/human-regulatory-overview/pharmacovigilance-overview
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Lastly, in comparison with more established risk assessment and management 
frameworks in other safety-critical industries, we have observed some 
fundamental features that the current advanced AI risk management landscape is 
still missing:

Building international consensus on the risks from a technology is a crucial 
foundation piece for addressing it. In the case of nuclear technologies, the food 
and pharmaceutical industries, and aviation, international consensus on what risks 
should be addressed and high-level principles on how to address them is achieved 
through a central declaration or organisation. This can range from a binding treaty, 
such as the Nuclear Non-Proliferation Treaty, to a looser ecosystem of international 

standards and guidelines, as is the case for food 
safety. These international consensus building 
efforts are underpinned by most countries publicly 
agreeing with the risk consensus, and committing to 
upholding and implementing international guidelines 
and standards nationally.

In advanced AI, there is consensus among many 
leading technical experts and the CEOs of the 
leading advanced AI companies that as advanced 
AI models get more powerful, they may slip out 
of humanity’s control and pose catastrophic risks, 
including extinction risks. The signatory countries of 
the Bletchley Declaration recognised that advanced 

AI poses catastrophic risks as well, but this is not a binding agreement, and includes 
only a limited number of countries. The scientific report published following the 
Bletchley Declaration underscored that there is high uncertainty and a lack of 
consensus on AI risks, and endorsed precautionary measures on the potential risks. 
Therefore, a clearer international public consensus on what severe risks of advanced 
AI should be addressed is a crucial initial step for building an internationally 
cohesive risk assessment and management framework for advanced AI. Even though 
they differ, the areas of risk that advanced AI companies identify in their RSPs 

can serve as a preliminary list of risks. Once an initial consensus is built, lower-
priority issues that lack consensus can remain a focus for systematic tracking as our 
understanding of AI risks evolves.

Last but not least, for any technology, the decision which risk levels are considered 
acceptable is to a significant extent a judgment call based on tricky trade-offs, 
not a purely technocratic decision or mathematical calculation. The only way to 
reduce the risk of harm from advanced AI to zero is to completely prohibit advanced 
AI from existing; of course, this would also mean forever eliminating any positive 
effects humanity could enjoy from building and using advanced AI tools. For every 
technology, policymakers need to carefully weigh the trade-off between access 
to a technology and the acceptable level of risk of harm this technology causes. 
This balancing act is easily observable in the pharmaceutical industry, as licensing 
bodies and manufacturers must weigh the therapeutic benefits against the potential 
adverse effects for every potential new treatment.

In advanced AI, there is 

consensus among many leading 

technical experts and the CEOs 

of the leading advanced AI 

companies that as advanced 

AI models get more powerful, 

they may slip out of humanity’s 

control and pose catastrophic 

risks, including extinction risks.
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https://treaties.unoda.org/t/npt
https://www.elgaronline.com/edcollchap/book/9781800374676/book-part-9781800374676-24.xml
https://www.elgaronline.com/edcollchap/book/9781800374676/book-part-9781800374676-24.xml
https://www.safe.ai/work/statement-on-ai-risk
https://www.safe.ai/work/statement-on-ai-risk
https://www.safe.ai/work/statement-on-ai-risk
https://www.gov.uk/government/publications/ai-safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-november-2023
https://assets.publishing.service.gov.uk/media/6716673b96def6d27a4c9b24/international_scientific_report_on_the_safety_of_advanced_ai_interim_report.pdf
https://link.springer.com/chapter/10.1007/978-3-319-15805-1_3
https://link.springer.com/chapter/10.1007/978-3-319-15805-1_3


INTERNATIONAL CENTER FOR FUTURE GENERATIONS 30

In short, decision makers need to build consensus on which levels of risk from 
advanced AI humanity is willing to accept in exchange for some degree of access 
to the technology, ideally internationally, and in dialogue with stakeholder groups 
that represent the interests of the people who will be affected by increasingly 
powerful AI technology. Acceptable levels of risk can be defined in many ways; 
for example, in the US, the NRC’s acceptable level of risk from nuclear power 
plants to the surrounding population is defined as not exceeding the average 
risk levels posed by any other form of energy production. The UK’s Health and 
Safety Executive identified what they deem the general risk of harm in everyday 
life. British society accepts in exchange for being an active member of public life 
by compiling the risks of human casualties from everyday activities (e.g., trafÏc 
collisions), and used this as a benchmark for tolerable risks from nuclear power 
plants. Ultimately, this is a decision based on building consensus around public 
interest and careful weighing of trade-offs, not an absolute truth.

ANALYSIS

https://www.nrc.gov/docs/ML0717/ML071770230.pdf
https://www.nrc.gov/docs/ML0717/ML071770230.pdf
https://www.hse.gov.uk/
https://www.hse.gov.uk/
https://www.onr.org.uk/media/v1vi3v21/tolerability.pdf
https://www.onr.org.uk/media/v1vi3v21/tolerability.pdf
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Summary and 
Conclusion

Furthermore, these voluntary commitments largely stand alone, are fragmented, 
and differ from company to company. By design, they are not embedded in a 
regulatory framework ensuring compliance, and lack third-party oversight. This 
weakens the ability of these commitments to reliably prevent and reduce risks 
from advanced AI. Also, the relationship between regulator and developer is 
inverted: instead of regulators defining acceptable levels of risk and developers 
having to prove they meet them, as is common in other safety-critical industries, 
developers define acceptable levels of risk, often fuzzily, and have no duty in 
demonstrating safety before releasing a product to market. 

History teaches us that risk management that relies 
largely on industry self-regulation can fail, often 
prioritising corporate over public interests. Prior 
to the 2008 financial crisis, US regulatory bodies 
followed a light-touch approach, trusting financial 
institutions to assess and manage their own risks, 
which left them without incentives or requirements 
to mitigate systemic risks. This led to financial 

institutions taking on increasingly excessive risk without accounting for its further 
implications, which contributed to the US housing bubble, and the ensuing global 
financial crisis when it burst. In the wake of the crisis, the US government imposed 
stricter regulation and oversight on the financial sector by passing the Dodd-Frank 
Act (2010). 

Regulations and standards alone are not enough without compliance and oversight. 
For instance, in 2018 and 2019, two Boeing aircrafts crashed, resulting in over 
300 deaths. Investigations after the accidents revealed that American aircraft 
manufacturer Boeing had not shared critical information about the risks associated 

Taking a step back, it is a positive development to see 
voluntary safety commitments from companies along 
with first risk assessment and mitigation frameworks in 
the advanced AI field. Companies should be commended 
for developing, publishing and committing to their own 
frameworks. However, even the more developed frameworks 
are somewhat unspecific in the risk thresholds they set, risk 
assessment methodologies they describe, and risk treatment 
procedures they propose, highlighting room for improvement 
for more robust risk prevention and treatment.

History teaches us that risk 

management that relies largely 

on industry self-regulation can 

fail, often prioritising corporate 

over public interests. 
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https://www.imf.org/external/Pubs/FT/fandd/2008/12/sacasa.htm
https://obamawhitehouse.archives.gov/economy/middle-class/dodd-frank-wall-street-reform
https://obamawhitehouse.archives.gov/economy/middle-class/dodd-frank-wall-street-reform
https://www.justice.gov/opa/pr/boeing-charged-737-max-fraud-conspiracy-and-agrees-pay-over-25-billion
https://www.justice.gov/opa/pr/boeing-charged-737-max-fraud-conspiracy-and-agrees-pay-over-25-billion
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with its Maneuvering Characteristics Augmentation System (MCAS), an automated 
flight control feature, with regulators or pilots. In the case of the crashes, the MCAS 
sprung into action based on erroneous sensor data, forcing the airplanes to dive 
uncontrollably towards the ground and crash. In response, the US tightened its 
aircraft licensing process and oversight and accountability for manufacturers, with 
the FAA adopting stricter policies on aircraft design, production and quality control.

We can prevent major incidents of advanced AI causing public harm by embedding 
risk assessment frameworks into a regulatory framework, measured against 
policymaker’s value-based definitions of what counts as safe enough, and what 
doesn’t, and by ensuring compliance through independent oversight.
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https://www.justice.gov/opa/pr/boeing-charged-737-max-fraud-conspiracy-and-agrees-pay-over-25-billion
https://www.transportation.gov/implementation-and-oversight-aircraft-certification-safety-and-accountability-act
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